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#### Abstract

In this paper, we investigate the dynamics of the inverted pendulum with delayed feedback control. The existence and stability of multiple equilibria depending on the control strengths are studied. Taking the time delay of the control terms as a parameter, periodic oscillations induced by delay are found. By using the method of multiple scales, the effect of the control gains and the relative mass of the pendulum on the stability and direction of Hopf bifurcations are discussed. Numerical simulations are employed to illustrate the obtained theoretical results.
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## 1 Introduction

In the field of control theory, research on the inverted pendulum have implications for a great many typical problems such as nonlinearity, robustness, and stabilization. Many control systems have been designed for stabilizing and controlling the amplitude of a single

[^0]inverted pendulum that is either fixed to the ground or on a cart that moves on a rail. The study of the single inverted pendulum originated from the rocket booster, then stimulated by the biped robot there are extensive discussions on the multiple inverted pendulums. The research methods and technologies arising from the model of the inverted pendulum(s) attribute to the applications to both biological and mechanical balancing tasks, such as how to avoid falling in the elderly while walking, vertical launch of a rocket, control the motion of the robot, and space docking. Also, by means of the rich properties the inverted pendulum provides, the model plays an important role in detecting abilities of new control methods on dealing with nonlinearity and instability. The control process aims at better performance of stabilizing the inverted pendulum at the balancing position without exaggerated robustness and oscillation. See [1-7] for the dynamical research of the inverted pendulum and its applications.

Typically, when the friction between the cart and the track together with the friction between the pendulum and the pivot are neglected, the dynamics of the inverted pendulum fixed through a pivot on a cart that moves on a rail are governed by the following equations [8] using Hamilton's principle (see Fig. 1):
$\left\{\begin{array}{l}(m+M) \ddot{x}(t)+m \frac{\ell}{2} \ddot{\theta}(t) \cos \theta(t)-m \frac{\ell}{2} \dot{\theta}^{2}(t) \sin \theta(t) \\ \quad=F(t), \\ m \frac{\ell}{2} \ddot{x}(t) \cos \theta(t)+\frac{4}{3} m\left(\frac{\ell}{2}\right)^{2} \ddot{\theta}(t)-m g \frac{\ell}{2} \sin \theta(t)=0 .\end{array}\right.$
See Table 1 for the physical meaning of the parameters.


Fig. 1 The corresponding model of the inverted pendulum on a cart

Table 1 Parameters for the neglected friction model

| Parameters | Description |
| :--- | :--- |
| $m$ | Mass of the pendulum |
| $M$ | Mass of the cart |
| $x(t)$ | Displacement of the center of mass of the cart |
| $\ell$ | Length of the pendulum |
| $F(t)$ | Horizontal control force applied to the cart <br> $\theta(t)$ |
| Rotation angle of the pendulum away from the <br> top vertical position $(\theta(t) \in[0,2 \pi])$ |  |

Generally, the control action will take effect only after some fixed time and the linear control force depending on the rotation angle $\theta$ and its velocity $\dot{\theta}$ are often used in the literature $[9,10]$ as follows:

$$
F(t)=a \theta(t-\tau)+b \dot{\theta}(t-\tau),
$$

where $a, b>0$ are the control gains. Eliminating $\ddot{x}(t)$ and then rescaling $F$ and the time $t$ by $(M+m) g$ and $\sqrt{3 g / 2 \ell}$, respectively, we have the following secondorder differential equation for the rotation angular:

$$
\begin{align*}
& \left(1-\frac{3 \rho}{4} \cos ^{2} \theta(t)\right) \ddot{\theta}(t)+\frac{3 \rho}{8} \dot{\theta}^{2}(t) \sin (2 \theta(t)) \\
& \quad-\sin \theta(t)+(a \theta(t-\tau)+b \dot{\theta}(t-\tau)) \cos \theta(t)=0, \tag{1}
\end{align*}
$$

where $\rho=\frac{m}{(m+M)}<1$ is the relative mass of the pendulum.

The existence of time delay makes the system become an infinite dimensional dynamics, which leads to more abundant dynamics, but substantially complicates the theoretical analysis. The dynamics of the inverted pendulum with delayed feedback control have
been studied by several authors. A mechanical model of a digital balancing system is constructed and its stability analysis is presented considering experimental problems like backlash and sampling delay in [12], and also the existence and stability of periodic solutions are checked analytically in [13]. Stépán and Kollár [14] construct the stability chart in the space of the control parameters and the analytical results are correlated with the experimental observations. Atay [15] presents sharp results on how to choose the feedback parameters of the inverted pendulum with position feedback to obtain asymptotic stability. Landry et al. [16] consider an inverted pendulum attached to a cart with the delayed control force, which not only depends on the voltage in the motor driving the cart and the resistance, but also counters the electromotive force. They show that for values of the delay below a critical delay, the system remains stable and the system undergoes a supercritical Hopf bifurcation at the critical delay. In [8, 17, 18], there are three kinds of friction taken into consideration: simple viscous friction and two stick slip frictions. Cabrera and Milton [19] present some experimental observations reproduced by a model of an inverted pendulum with time delayed feedback. Especially, we would like to mention the works of Sieber and Krauskopf [9, 10, 20], which are most directly related to our work. In [9], the linear stability of system (1) at the origin has been analyzed. Also, Sieber and Krauskopf show there is a codimension-three bifurcation point in (1), and then by computing and analyzing a reduced three-dimensional center manifold they find the stable small-amplitude solutions outside the region of the linear stability of the pendulum. In [10], Sieber and Krauskopf show that system (1) may exhibit small chaotic motion about the upside-down position and find the complex motion near the triple-zero eigenvalue singularity. In addition, we would like to mention that in the absence of feedback control, the stabilization of inverted pendulum can be achieved by using the high-frequency excitation. This is also a famous problem and has been extensively studied in the field of mechanics and applied mathematics. We refer the interested readers to a detailed review due to Ibrahim [11] for more information.

The ultimate goal of controlling the cart-pendulum system is to turn the unstable system into a stable one through the proper ways of control. Once the model has been set up, we can find the balancing position by
adjusting the values of parameters. As we all know, without any control, the pendulum can stay stable in the downright position while unstable in the upright position. Here, we focus on when and where the pendulum can stay balancing or generate low amplitude oscillation with the horizontal linear feedback control, which can be explored through the linear stability analysis and Hopf bifurcation analysis. Once the equilibria found, the aim to stabilize the pendulum in the equilibrium position can be achieved by modulating the values of the parameters and the time delay. The low amplitude oscillation corresponds to the periodic solution bifurcating from the equilibria. Except for the zero solution, the cart-pendulum system exists multiple nonzero equilibria depending on the value of the control gain $a$ in system (1). The main purpose of this paper is to investigate the stability of nonzero equilibria and figure out how the direction and stability of Hopf bifurcations induced by delay depend on the relative mass and the control gains.

This paper is organized as follows. Starting from the linear stability analysis of the inverted pendulum on a cart with delayed linear control, the stability and local Hopf bifurcation induced by the time delay are addressed in Sect. 2. Then in Sect. 3, using the method of multiple scales, the direction of the Hopf bifurcation and the stability of the periodic solutions are determined. Some numerical simulations are performed to illustrate the results of the analysis in Sect. 4. Finally, conclusions are drawn in Sect. 5.

## 2 Stability and Hopf bifurcation induced by delay

Setting $x_{1}(t)=\theta(t)$ and $x_{2}(t)=\dot{\theta}(t)$, Eq. (1) can be written as the following vector form:

$$
\left\{\begin{align*}
\dot{x_{1}}(t)= & x_{2}(t)  \tag{2}\\
\dot{x_{2}}(t)= & \frac{-(3 / 8) \rho \sin \left(2 x_{1}(t)\right) x_{2}^{2}(t)+\sin x_{1}(t)}{1-(3 / 4) \rho \cos ^{2} x_{1}(t)} \\
& -\frac{\cos x_{1}(t)\left(a x_{1}(t-\tau)+b x_{2}(t-\tau)\right)}{1-(3 / 4) \rho \cos ^{2} x_{1}(t)}
\end{align*}\right.
$$

The equilibrium ( $\hat{x}_{1}, \hat{x}_{2}$ ) of (2) is determined by $\tan \hat{x}_{1}=a \hat{x}_{1}$ and $\hat{x}_{2}=0$. It is easy to verify that when $a>1$, the origin $E_{0}(0,0)$ is an equilibrium together with other two nonzero equilibria $E_{1}\left(\hat{x}_{11}, 0\right)$ and $E_{2}\left(\hat{x}_{12}, 0\right)$; when $a \leq 1$, there are two equilibria $E_{0}(0,0)$ and $E_{3}\left(\hat{x}_{13}, 0\right)$. Here, $\hat{x}_{11}, \hat{x}_{12}$, and $\hat{x}_{13}$ are
roots of the equation $\tan \hat{x}_{1}=a \hat{x}_{1}$ in the range $[0,2 \pi]$ and satisfy
$0<\hat{x}_{11}<\pi / 2<\pi<\hat{x}_{13}<\hat{x}_{12}<3 \pi / 2$.
Linearization of system (2) about the equilibrium $\left(\hat{x}_{1}, \hat{x}_{2}\right)$ gives

$$
\begin{align*}
\binom{\dot{x_{1}}(t)}{\dot{x_{2}}(t)}= & \left(\begin{array}{cc}
0 & 1 \\
r_{1} & 0
\end{array}\right)\binom{x_{1}(t)}{x_{2}(t)} \\
& -\left(\begin{array}{cc}
0 & 0 \\
r_{2} a & r_{2} b
\end{array}\right)\binom{x_{1}(t-\tau)}{x_{2}(t-\tau)} \tag{4}
\end{align*}
$$

where
$r_{1}=\frac{\cos \hat{x}_{1}\left(1+\tan ^{2} \hat{x}_{1}\right)}{1-(3 / 4) \rho \cos ^{2} \hat{x}_{1}}$,
$r_{2}=\frac{\cos \hat{x}_{1}}{1-(3 / 4) \rho \cos ^{2} \hat{x}_{1}}$.
It follows from (3) that
$r_{1,2}>0 \quad$ for $E_{0}, E_{1}, \quad r_{1,2}<0 \quad$ for $E_{2}, E_{3}$.
The characteristic equation of system (4) at the equilibrium $\left(\hat{x}_{1}, \hat{x}_{2}\right)$ is given by
$\Delta(\tau)=\lambda^{2}-r_{1}+r_{2}(b \lambda+a) e^{-\lambda \tau}=0$.
Notice whether Eq. (6) has the imaginary roots with zero real part is closely related to the stability and bifurcation of the equilibria. If we assume that $i \omega$ $(\omega>0)$ is a root of Eq. (6), then
$-\omega^{2}-r_{1}+r_{2}(b i \omega+a)(\cos \omega \tau-i \sin \omega \tau)=0$,
which is equivalent to

$$
\left\{\begin{array}{l}
-r_{1}-\omega^{2}+r_{2}(b \omega \sin \omega \tau+a \cos \omega \tau)=0  \tag{7}\\
b \omega \cos \omega \tau-a \sin \omega \tau=0
\end{array}\right.
$$

From (7), we have
$\omega^{4}+\left(2 r_{1}-r_{2}^{2} b^{2}\right) \omega^{2}+\left(r_{1}^{2}-a^{2} r_{2}^{2}\right)=0$.
Set
$\omega_{ \pm}=\sqrt{\frac{\left(r_{2}^{2} b^{2}-2 r_{1}\right) \pm \sqrt{4 a^{2} r_{2}^{2}+b^{4} r_{2}^{4}-4 r_{1} r_{2}^{2} b^{2}}}{2}}$,
$\tau_{j}^{+}= \begin{cases}\frac{1}{\omega_{+}}\left\{\arctan \left(\frac{b}{a} \omega_{+}\right)+2 j \pi\right\}, & r_{1}, r_{2}>0, \\ \frac{1}{\omega_{+}}\left\{\pi+\arctan \left(\frac{b}{a} \omega_{+}\right)+2 j \pi\right\}, & r_{1}, r_{2}<0,\end{cases}$

$$
\begin{equation*}
j=0,1,2, \ldots \tag{10}
\end{equation*}
$$

and
$\tau_{j}^{-}=\frac{1}{\omega_{-}}\left\{\arctan \left(\frac{b}{a} \omega_{-}\right)+2 j \pi\right\}, \quad j=0,1,2, \ldots$.

We first investigate the stability of Hopf bifurcation induced by delay at the zero equilibrium $E_{0}$. For the zero equilibrium $E_{0}$, we have $r_{1}=r_{2}=\frac{4}{4-3 \rho}>0$. In this case, (8) becomes
$\omega^{4}+k\left(2-k b^{2}\right) \omega^{2}+k^{2}\left(1-a^{2}\right)=0$.
with $k=\frac{4}{4-3 \rho}$. By a simple calculation, one can show that when $0<a<1$ and $b<\sqrt{2\left(1+\sqrt{1-a^{2}}\right) / k}$, Eq. (12) has no purely imaginary roots; when either $a>1$ and $b>0$, or $a=1$ and $b>\sqrt{2 / k}$, or $0<a<1$ and $b=\sqrt{2\left(1+\sqrt{1-a^{2}}\right) / k}$, Eq. (12) has a pair of purely imaginary roots $\pm i \omega_{+}$at $\tau_{j}^{+}$; when $0<a<1$ and $b>\sqrt{2\left(1+\sqrt{1-a^{2}}\right) / k}$, Eq. (12) has a pair of purely imaginary roots $\pm i \omega_{+}$(resp. $\pm i \omega_{-}$) at $\tau_{j}^{+}$ (resp. $\tau_{j}^{-}$). Denote by
$\lambda\left(\tau_{j}^{ \pm}\right)=\mu\left(\tau_{j}^{ \pm}\right)+i \omega\left(\tau_{j}^{ \pm}\right), \quad j=0,1,2, \ldots$,
the root of Eq. (6) satisfying
$\mu\left(\tau_{j}^{ \pm}\right)=0, \quad \omega\left(\tau_{j}^{ \pm}\right)=\omega_{ \pm}$.
From (6) and (7), the derivatives of $\lambda$ with respect to $\tau$ at $\tau_{j}^{ \pm}$are
$\left(\frac{d \lambda}{d \tau}\right)^{-1}=\frac{2 e^{\lambda \tau}}{k(b \lambda+a)}+\frac{b}{\lambda(b \lambda+a)}-\frac{\tau}{\lambda}$
and
$\left.\operatorname{Re}\left(\left(\frac{d \lambda}{d \tau}\right)\right)\right|_{\tau=\tau_{j}^{ \pm}} ^{-1}= \pm \frac{\sqrt{4 a^{2}+b^{4} k^{2}-4 k b^{2}}}{k\left(a^{2}+b^{2} \omega_{ \pm}^{2}\right)}$.
Notice the fact that the product of the real parts of $\left(\frac{d \lambda}{d \tau}\right)$ and $\left(\frac{d \lambda}{d \tau}\right)^{-1}$ is positive. Then, by (13), we have the following transversality conditions:

$$
\frac{d}{d \tau} \operatorname{Re} \lambda\left(\tau_{j}^{+}\right)>0, \quad \frac{d}{d \tau} \operatorname{Re} \lambda\left(\tau_{j}^{-}\right)<0
$$

To study the stability of the equilibrium $E_{0}$, it is important to determine whether $\tau_{0}^{+}<\tau_{0}^{-}$or not. According to the proof in Appendix A, we have $\tau_{0}^{+}<\tau_{0}^{-}$for the equilibrium $E_{0}$.

Clearly, the zero equilibrium $E_{0}$ has at least a zero eigenvalue at $a=1$. In addition, notice that when $\tau=0$, two roots of Eq. (6) with $r_{1}=r_{2}=k$ have negative real parts if and only if $a>1$ and $b>0$. Therefore, according to the above discussions and Rouchés theorem [21], we have the following results on the distribution of roots of Eq. (6).

Lemma 2.1 Assuming that $r_{1}=r_{2}=k$ and $\omega_{ \pm}$and $\tau_{j}^{ \pm}$are defined by (9), (10), and (11), respectively, then for the zero equilibrium $E_{0}$, we have the following:
(i) When $0<a<1$ and $b>0$, Eq. (6) has at least a root with positive real parts for any $\tau \geq 0$;
(ii) When $a>1$ and $b>0$, all roots of Eq. (6) have negative real parts for $\tau \in\left[0, \tau_{0}^{+}\right.$) and Eq. (6) has at least a pair of roots with positive real parts for $\tau>\tau_{0}^{+} ;$
(iii) When $0<a<1$ and $b<\sqrt{2\left(1+\sqrt{1-a^{2}}\right) / k}$, Eq. (6) has no purely imaginary roots; when $a>1$ and $b>0$, or $0<a<1$ and $b=$ $\sqrt{2\left(1+\sqrt{1-a^{2}}\right) / k}$, Eq. (6) has a pair of purely imaginary roots $\pm i \omega_{+}$at $\tau_{j}^{+}$; when $0<a<1$ and $b>\sqrt{2\left(1+\sqrt{1-a^{2}}\right) / k}$, Eq. (6) has a pair of purely imaginary roots $\pm i \omega_{+}$(resp. $\pm i \omega_{-}$) at $\tau_{j}^{+}\left(\right.$resp. $\left.\tau_{j}^{-}\right) ;$
(iv) When $a=1$ and $b>\sqrt{2 / k}$, Eq. (6) has a zero root $\lambda=0$ and has a pair of purely imaginary roots $\pm i \omega_{+}$at $\tau_{j}^{+}$; when $a=1$ and $b<\sqrt{2 / k}$, Eq. (6) has a zero root $\lambda=0$ and has no other roots on the imaginary axis; when $a=1, b=$ $\sqrt{2 / k}$ and $\tau \neq \sqrt{2 / k}$, Eq. (6) has a double zero root $\lambda=0$ and has no other roots on the imaginary axis; when $a=1, b=\tau=\sqrt{2 / k}$, Eq. (6) has a triple zero root $\lambda=0$ and has no other roots on the imaginary axis.

From Lemma 2.1 and the results regarding the stability and bifurcation of the equilibrium of functional differential equations in [22], we have the following results on the stability of the zero equilibrium of system (2).

Theorem 2.2 Assuming that $r_{1}=r_{2}=k$ and $\omega_{ \pm}$and $\tau_{j}^{ \pm}$are defined by (9), (10), and (11), respectively, then we have the following:
(i) When $0<a<1$ and $b>0$, the zero equilibrium of system (2) is unstable for any $\tau \geq 0$;
(ii) When $a>1$ and $b>0$, the zero equilibrium of system (2) is asymptotically stable for $\tau \in\left[0, \tau_{0}^{+}\right)$ and unstable for $\tau>\tau_{0}^{+}$;
(iii) When $a>1$ and $b>0$, or $0<a<1$ and $b=$ $\sqrt{2\left(1+\sqrt{1-a^{2}}\right) / k}$, system (2) undergoes Hopf bifurcations near the zero equilibrium at $\tau_{j}^{+}$; when $0<a<1$ and $b>\sqrt{2\left(1+\sqrt{1-a^{2}}\right) / k}$, system (2) undergoes Hopf bifurcations near the zero equilibrium at $\tau_{j}^{ \pm}$;
(iv) When $a=1$ and $b>\sqrt{2 / k}$, system (2) undergoes Hopf bifurcations near the zero equilibrium at $\tau_{j}^{+}$; when $a=1, b=\sqrt{2 / k}$ and $\tau \neq \sqrt{2 / k}$, system (2) has a double zero singularity; when $a=1, b=\tau=\sqrt{2 / k}$, system (2) has a triple zero singularity.

In the following, we analyze the stability and Hopf bifurcations induced by delay for nonzero equilibria. First, it follows from (3), (5), and (6) that when $\tau=0$, the nonzero equilibria $E_{i}, i=1,2,3$, have at least one root with positive real part.

By (3) and (5), we have

$$
\begin{aligned}
r_{1}-a r_{2}= & \frac{1}{\left(1-(3 / 4) \rho \cos ^{2} \hat{x}_{1}\right) \cos \left(\hat{x}_{1}\right)} \\
& \times\left(1-\frac{\sin \left(2 \hat{x}_{1}\right)}{2 \hat{x}_{1}}\right) \begin{cases}>0, & \text { for } E_{1} \\
<0, & \text { for } E_{2} \text { and } E_{3}\end{cases}
\end{aligned}
$$

and then $r_{1}^{2}-a^{2} r_{2}^{2}>0$ for all nonzero equilibria $E_{i}, i=1,2,3$. Since $r_{1}<0$ for $E_{2}$ and $E_{3}$ by (5), we have
$b^{2} r_{2}^{2}-2 r_{1}>0 \quad$ and $\quad b^{4} r_{2}^{4}-4 r_{1} r_{2}^{2} b^{2}+4 a^{2} r_{2}^{2}>0$.
So, for nonzero equilibria $E_{i}, i=2,3$, the characteristic equation (6) always has a pair of purely imaginary roots $\pm i \omega_{+}$(resp. $\pm i \omega_{-}$) at $\tau_{j}^{+}$(resp. $\tau_{j}^{-}$). Notice that for the equilibrium $E_{1}, r_{1,2}>0$ according to (5). Thus, by (10) and (11), it is clear to show that $\tau_{0}^{+}<\tau_{0}^{-}$for $E_{1}$ using the same method as for $E_{0}$. However, for $E_{2}$ and $E_{3}$, by (10) and (11), we have
$\tau_{0}^{+}=\frac{1}{\omega_{+}}\left\{\pi+\arctan \left(\frac{b}{a} \omega_{+}\right)\right\}$,
$\tau_{0}^{-}=\frac{1}{\omega_{-}} \arctan \left(\frac{b}{a} \omega_{-}\right)$.
Whether $\tau_{0}^{+}>\tau_{0}^{-}$or not is determined by the values of control gains $a, b$ and the relative mass of the pendulum $\rho$. When some certain values are given, $\tau_{0}^{+}>\tau_{0}^{-}$is satisfied. In Fig. 2, for the nonzero equilibrium $E_{2}$, it is clear that the region above the dashed line denoting $\tau_{0}^{+}<\tau_{0}^{-}$while the region below the dashed line denoting $\tau_{0}^{+}>\tau_{0}^{-}$. The real line where the nonzero equilibrium appears is just below the dashed line. That is to say for all $1<a<4.5, \tau_{0}^{+}>\tau_{0}^{-}$is satisfied. In Fig. 3, for the nonzero equilibrium $E_{3}$, it is clear that the region in the internal of the dashed line denoting $\tau_{0}^{+}<\tau_{0}^{-}$while the region in the external of the dashed line denoting $\tau_{0}^{+}>\tau_{0}^{-}$. The real line where the nonzero equilibrium appears is partly in the external of the dashed line. That is to say for $0.019<a<0.097, \tau_{0}^{+}<\tau_{0}^{-}$is satisfied.

Fig. 2 The relation between critical values of $\tau_{0}^{+}$and $\tau_{0}^{-}$for the nonzero equilibrium $E_{2}$ when $1<a<4.5$. The dashed line denotes $\tau_{0}^{+}=\tau_{0}^{-}$when $b=1$ and $\rho=\frac{2}{3}$; The real line denotes $\tan x_{1}=a x_{1}$, where there is the equilibrium $E_{2}$ when $b=1$ and $\rho=\frac{2}{3}$


Fig. 3 The relation between critical values of $\tau_{0}^{+}$and $\tau_{0}^{-}$for the nonzero equilibrium $E_{3}$ when $0<a<1$. The dashed line denotes $\tau_{0}^{+}=\tau_{0}^{-}$when $b=1$ and $\rho=\frac{2}{3}$; The real line denotes $\tan x_{1}=a x_{1}$, where there is the equilibrium $E_{3}$ when $b=1$ and $\rho=\frac{2}{3}$. The horizontal coordinates of $A$ and $B$ are 0.019 and 0.097


Also, the transversality conditions for the nonzero equilibria hold. That is,

$$
\begin{equation*}
\left.\operatorname{Re}\left(\left(\frac{d \lambda}{d \tau}\right)\right)\right|_{\tau=\tau_{j}^{ \pm}} ^{-1}= \pm \frac{\sqrt{4 a^{2} r_{2}^{2}+b^{4} r_{2}^{2}-4 r_{1} r_{2}^{2} b^{2}}}{r_{2}^{2}\left(b^{2} \omega_{ \pm}^{2}+a^{2}\right)} \tag{14}
\end{equation*}
$$

So, $\frac{d}{d \tau} \operatorname{Re} \lambda\left(\tau_{j}^{+}\right)>0, \frac{d}{d \tau} \operatorname{Re} \lambda\left(\tau_{j}^{-}\right)<0$. Then we have the following results on the stability and Hopf bifurcations of the nonzero equilibria of system (2).

Theorem 2.3 Assume that $\omega_{ \pm}$and $\tau_{j}^{ \pm}$are defined by (9), (10), and (11), respectively.
(i) The nonzero equilibrium $E_{1}$ of system (2) is unstable for all $\tau \geq 0$.
(ii) If $\tau_{0}^{+}<\tau_{0}^{-}$, the nonzero equilibria $E_{2}$ and $E_{3}$ of system (2) are unstable for all $\tau \geq 0$, while if $\tau_{0}^{+}>\tau_{0}^{-}$, there are positive integers $m_{p}$ ( $p=1,2$ ) such that the nonzero equilibria $E_{2}$ and $E_{3}$ of system (2) are unstable for
$\tau \in\left[0, \tau_{0}^{-}\right) \cup\left(\tau_{0}^{+}, \tau_{1}^{-}\right) \cup \cdots \cup\left(\tau_{m_{p}-1}^{+}, \tau_{m_{p}}^{-}\right)$

$$
\cup\left(\tau_{m_{p}}^{+},+\infty\right)
$$

and stable for

$$
\begin{aligned}
& \tau \in\left(\tau_{0}^{-}, \tau_{0}^{+}\right) \cup\left(\tau_{1}^{-}, \tau_{1}^{+}\right) \cup \cdots \cup\left(\tau_{m_{p}}^{-}, \tau_{m_{p}}^{+}\right) \\
& \quad p=1,2
\end{aligned}
$$

where $p=1$ and $p=2$ correspond to $E_{2}$ and $E_{3}$, respectively.
(iii) System (2) undergoes Hopf bifurcations near the nonzero equilibria $E_{i}(i=1,2,3)$ at $\tau=\tau_{j}^{ \pm}$.

## 3 Direction and stability of Hopf bifurcation

In this section, we apply the method of multiple scales to the nonlinear systems at the zero equilibrium $E_{0}$ to obtain the normal form determining the direction of the Hopf bifurcation and the stability of the periodic solutions. This method is useful, for example, in the analysis of systems near a Hopf bifurcation.

Theorems 2.2 and 2.3 show that if $a>1$ and $b>0$ or $0<a<1$ and $b=\sqrt{2\left(1+\sqrt{1-a^{2}}\right) / k}$ system (2) undergoes Hopf bifurcation near the zero equilibrium at $\tau_{j}^{ \pm}$. Following the ideas of Nayfeh [23], we derive the explicit formulaes determining the direction and stability of these Hopf bifurcations using the method of multiple scales.

For simplification of notations, we denote the critical value by $\tau_{c}$ and the corresponding purely imaginary roots by $\pm i \omega_{c}$. Before rescaling the time $t$, we first add some transformations into the system. Casted into Taylor series truncating the equations at the thirdorder terms, system (2) reads:
$\dot{\mathbf{x}}=L \mathbf{x}(t)-R \mathbf{x}(t-\tau)+\mathbf{f}[\mathbf{x}(t), \mathbf{x}(t-\tau)]$,
where
$L=\left[\begin{array}{cc}0 & 1 \\ k & 0\end{array}\right], \quad R=\left[\begin{array}{cc}0 & 0 \\ a k & b k\end{array}\right]$,
$\mathbf{x}(t)=\left[\begin{array}{l}x_{1}(t) \\ x_{2}(t)\end{array}\right], \quad f=\left[\begin{array}{c}0 \\ h_{1}\end{array}\right]$,
in which

$$
\begin{aligned}
h_{1}= & -\left(k^{2}-\frac{5}{6} k\right) x_{1}^{3}(t)+\left(k^{2}-\frac{k}{2}\right) \\
& \times\left[a x_{1}^{2}(t) x_{1 \tau}+b x_{1}^{2}(t) x_{2 \tau}\right]-(k-1) x_{1}(t) x_{2}^{2}(t)
\end{aligned}
$$

and
$x_{1 \tau}=x_{1}(t-\tau), \quad x_{2 \tau}=x_{2}(t-\tau)$.
Rescaling the time by $t \longmapsto t / \tau$, Eqs. (15) become:
$\dot{\mathbf{x}}=\tau L \mathbf{x}(t)-\tau R \mathbf{x}(t-1)+\tau \mathbf{f}[\mathbf{x}(t), \mathbf{x}(t-1)]$.
The linearizing equation of Eq. (16) is
$L_{\tau}(\mathbf{x})=\tau L \mathbf{x}(t)-\tau R \mathbf{x}(t-1)$.
It follows from Lemma 2.1 that at the critical value $\tau_{c}$ the characteristic equation of Eq. (17) has a pair of purely imaginary roots $\pm i \omega_{c} \tau_{c}$ and no other roots
in the imaginary axis. Theorem 2.3 shows that system (16) undergoes the Hopf bifurcation near the zero equilibrium at $\tau=\tau_{c}$. The properties of Hopf bifurcation at the critical value $\tau_{c}$ such as direction and stability can be investigated by the so-called normal form. Employing the method of multiple scales as shown in [23] (see Appendix B for details), we have the following normal form truncated the third order associated with the Hopf bifurcation at the critical value $\tau_{c}$ :
$\frac{d A}{d t}=A \delta \mu_{1}+A^{2} \bar{A} \mu_{2}$,
where
$\mu_{1}=\frac{k b \omega_{c}^{2} e^{-i \omega_{c} \tau_{c}}-2 k\left(i \omega_{c}\right)\left(a e^{-i \omega_{c} \tau_{c}}-1\right)}{k\left(1-a e^{-i \omega_{c} \tau_{c}}\right)+\omega_{c}^{2}\left(b k \tau_{c}^{2} e^{-i \omega_{c} \tau_{c}}-1\right)-a k \tau_{c}^{2}\left(i \omega_{c}\right) e^{-i \omega_{c} \tau_{c}}}$
and
$\mu_{2}=\frac{\left(i \omega_{c} \tau_{c}\right)\left\{-\left(3 k^{2}-\frac{5 k}{2}\right)+\left(k^{2}-\frac{k}{2}\right)\left[2 e^{-i \omega_{c} \tau_{c}}\left(a+b i \omega_{c}\right)+e^{i \omega_{c} \tau_{c}}\left(a-b i \omega_{c}\right]-(k-1) \omega_{c}^{2}\right\}\right.}{k\left(1-a e^{-i \omega_{c} \tau_{c}}\right)+\omega_{c}^{2}\left(b k \tau_{c}^{2} e^{-i \omega_{c} \tau_{c}}-1\right)-a k \tau_{c}^{2}\left(i \omega_{c}\right) e^{-i \omega_{c} \tau_{c}}}$.

It is convenient for analysis to transform the normal form (18) into polar coordinates. Setting $A=\alpha e^{i \beta}$ where $\alpha=\alpha(t)$ and $\beta=\beta(t)$ then substituting it into Eq. (18) and separating the real and imaginary parts, we can obtain the following real-valued normal form of the bifurcation:

$$
\begin{align*}
& \frac{d \alpha}{d t}=\alpha \delta \operatorname{Re}\left(\mu_{1}\right)+\alpha^{3} \operatorname{Re}\left(\mu_{2}\right) \\
& \frac{d \beta}{d t}=\delta \operatorname{Im}\left(\mu_{1}\right)+\alpha^{2} \operatorname{Im}\left(\mu_{2}\right) \tag{19}
\end{align*}
$$

The equation governing the time variation of $\beta$ affects the speed of the rotation of the unit angular velocity. But the properties of the Hopf bifurcation like stability and direction is completely determined by the amplitude equation governing the time variation of $\alpha$. When the values of the parameters are fixed, the signs of $\operatorname{Re}\left(\mu_{1}\right)$ and $\operatorname{Re}\left(\mu_{2}\right)$ can be obtained. It is well known that the generic Hopf bifurcation corresponds to the situation $\operatorname{Re}\left(\mu_{2}\right) \neq 0$, and that the sign of $\operatorname{Re}\left(\mu_{1}\right) \operatorname{Re}\left(\mu_{2}\right)$ determines the direction of the bifurcation and the sign of $\operatorname{Re}\left(\mu_{2}\right)$ determines the stability of the nontrivial periodic orbits [25].

Then we have the following results about the direction and stability of Hopf bifurcations at $\tau_{j}^{ \pm}$.

Theorem 3.1 For (19), as parameters $(a, b, \rho, \tau)$ vary such that
(i) When $\operatorname{Re}\left(\mu_{1}\right) \operatorname{Re}\left(\mu_{2}\right)<0$, then the Hopf bifurcation is supercritical type;
(ii) When $\operatorname{Re}\left(\mu_{1}\right) \operatorname{Re}\left(\mu_{2}\right)>0$, then the Hopf bifurcation is subcritical type;
(iii) If $\operatorname{Re}\left(\mu_{2}\right)<0$, the nontrivial periodic solution is stable; If $\operatorname{Re}\left(\mu_{2}\right)>0$, the nontrivial periodic solution is unstable.

## 4 Numerical simulations

To supplement our theoretical work, we consider particular examples and compare the predictions obtained in the previous sections with the numerical simulations by Matlab.

The previous work showed that for the system of the inverted pendulum with delayed control the values of parameters $a$ and $b$ can be marked off to two parameter regions $D_{1}$ and $D_{2} . D_{1}: a>1, b>0$, and

Fig. $4 \operatorname{Re}\left(\mu_{1}\right)$ as a function of control gains $a$ and $b$ at $\rho=2 / 3$


Fig. $5 \operatorname{Re}\left(\mu_{2}\right)$ as a function of control gains $a$ and $b$ at $\rho=2 / 3$

$D_{2}: 0<a<1, b>0$. When $a$ and $b$ belong to $D_{1}$, there are three equilibria $E_{0}, E_{1}$ and $E_{2}$. When it comes to $D_{2}$, there are two equilibria $E_{0}$ and $E_{3}$. In the following subsections we consider the different regions orderly to perform the numerical computations.

## $4.1 D_{1}: a>1, b>0$

According to Theorem 3.1, the direction and stability of Hopf bifurcations are determined by the signs of $\operatorname{Re}\left(\mu_{1}\right) \operatorname{Re}\left(\mu_{2}\right)$ and $\operatorname{Re}\left(\mu_{2}\right)$, respectively. We can see from Fig. 4 that $\operatorname{Re}\left(\mu_{1}\right)>0$. Thus, the direction and stability of Hopf bifurcations are completely determined by the sign of $\operatorname{Re}\left(\mu_{2}\right)$. Figure 5 shows the effect of the control gains $a$ and $b$ on $\operatorname{Re}\left(\mu_{2}\right)$. In the $a-b$ plane, there are two regions: one corresponds to $\operatorname{Re}\left(\mu_{2}\right)<0$, which implies the occurrence of the supercritical Hopf bifurcation, and the other corresponds to $\operatorname{Re}\left(\mu_{2}\right)<0$, which implies the occurrence of the subcritical Hopf bifurcation. In the case of supercritical Hopf bifurcation, there exists a stable periodic orbit near the zero equilibrium for sufficiently small $\mu>0$. In the case of subcritical Hopf bifurcation, the Hopf
bifurcation occurs for sufficiently small $\mu<0$ and the bifurcating periodic orbit is unstable. In the following numerical simulations, we are interested in the supercritical Hopf bifurcations. Taking $a=1.55, b=1$, and $\rho=2 / 3$, then we have
$E_{0}=(0,0), \quad E_{1} \doteq(1,0), \quad E_{2} \doteq(4.5722,0)$.
According to Theorem 2.3, $E_{1}$ is unstable for all $\tau \geq 0$. For the zero equilibrium $E_{0}$, when $\tau=0 E_{0}$ is stable. As $\tau$ varies, according to Theorem 2.1 the zero equilibrium $E_{0}$ changes from stability to instability due to the Hopf bifurcation at $\tau=\tau_{0}^{+}$near $E_{0}$. By (10), we have the critical value $\tau_{0}^{+} \doteq 0.5080$. Then, in terms of Figs. 4 and 5, we have
$\operatorname{Re}\left(\mu_{1}\right)>0, \quad \operatorname{Re}\left(\mu_{2}\right)<0$,
which implies that system (2) undergoes a supercritical Hopf bifurcation at $\tau_{0}^{+}$. When we take $\tau=$ $0.47<\tau_{0}^{+}$, the equilibrium is stable, as shown in Fig. 6. Comparatively, when we take $\tau=0.52>\tau_{0}^{+}$, the zero equilibrium is unstable with a stable periodic solution (Fig. 7). In addition, we make it clear that all

Fig. 6 When
$\tau=0.47<\tau_{0}^{+}, a=1.55$,
$b=1, \rho=\frac{2}{3}$, there is no periodic solution bifurcating from $E_{0}$ and the zero equilibrium $E_{0}$ is stable. The initial value is (0.2, 0.05)


Fig. 7 When
$\tau=0.52>\tau_{0}^{+}, a=1.55$,
$b=1, \rho=\frac{2}{3}$, the periodic solution bifurcating from $E_{0}$ is stable. The initial value is $(0.005,0.005)$


the results above are local. That is, they are available only for a sufficient small neighborhood of the critical time delay.

As for the nonzero equilibrium $E_{2}$, it follows from Eqs. (10) and (11) that
$\tau_{0}^{+} \doteq 1.5169, \quad \tau_{0}^{-} \doteq 0.3967$.
According to Theorem 2, there are stability switches for $\tau \geq 0$. We can calculate more values of the critical delays $\tau_{j}^{ \pm}$and find out that

$$
\begin{aligned}
\tau_{0}^{-} & <\tau_{0}^{+}<\tau_{1}^{-}<\tau_{1}^{+}<\tau_{2}^{-}<\tau_{2}^{+} \cdots \\
& <\tau_{6}^{-}<\tau_{6}^{+}<\tau_{7}^{-}<\tau_{7}^{+}<\tau_{8}^{+}<\tau_{8}^{-}
\end{aligned}
$$

Theorem 2.3 implies that there are 8 switches from instability to stability back to instability, $E_{2}$ is unstable for
$\tau \in\left[0, \tau_{0}^{-}\right) \cup\left(\tau_{0}^{+}, \tau_{1}^{-}\right) \cup \cdots \cup\left(\tau_{6}^{+}, \tau_{7}^{-}\right) \cup\left(\tau_{7}^{+},+\infty\right)$, and stable for

$$
\tau \in\left[\tau_{0}^{-}, \tau_{0}^{+}\right) \cup\left(\tau_{1}^{-}, \tau_{1}^{+}\right) \cup \cdots \cup\left(\tau_{7}^{-}, \tau_{7}^{+}\right)
$$

So, the nonzero equilibrium $E_{2}$ is unstable for $\tau \in$ [ $0, \tau_{0}^{-}$) and stable for $\tau \in\left(\tau_{0}^{-}, \tau_{0}^{+}\right)$. Here, we take $\tau=0.396$ and $\tau=0.9$ for the numerical simulations (Fig. 8).

## $4.2 D_{2}: 0<a<1, b>0$

According to Theorem 2.1, when $a$ and $b$ belong to $D_{2}$ and for all $\tau \geq 0, E_{0}$ is unstable.

As for the nonzero equilibrium $E_{3}$, when we take the parameters $a=0.2305, b=1$, and $\rho=2 / 3$, for the nonzero equilibrium $E_{3}\left(E_{3} \doteq(3.87,0)\right)$, it follows from Eq. (11):
$\tau_{0}^{+} \doteq 2.3221, \quad \tau_{0}^{-} \doteq 1.4272$,
$\tau_{1}^{+} \doteq 5.4964, \quad \tau_{1}^{-} \doteq 8.1799$.
Hence, $\tau_{0}^{+}>\tau_{0}^{-}$is satisfied and
$\tau_{0}^{-}<\tau_{0}^{+}<\tau_{1}^{+}<\tau_{1}^{-}$.
Theorem 2.3 implies that there is only 1 switch from instability to stability back to instability, the nonzero equilibrium $E_{3}$ is stable for $\tau \in\left(\tau_{0}^{-}, \tau_{0}^{+}\right)$(Fig. 9) or $\tau>\tau_{0}^{+}$, and unstable for $\tau \in\left[0, \tau_{0}^{-}\right.$) (Fig. 9).

Fig. 8 The left figure: When $\tau \in\left[0, \tau_{0}^{-}\right.$), the equilibrium $E_{2}$ is unstable. Here, $\tau=0.396, a=1.55$, $b=1, \rho=\frac{2}{3}$. The initial values is (4.2, 0); The right figure: When $\tau \in\left[\tau_{0}^{-}, \tau_{0}^{+}\right)$, the equilibrium $E_{2}$ is stable. Here, $\tau=0.9, a=1.55$, $b=1, \rho=\frac{2}{3}$. The initial values is $(3.1,0)$


Fig. 9 The left figure: When $\tau \in\left[0, \tau_{0}^{-}\right)$, the equilibrium $E_{3}$ is unstable. Here, $\tau=1.37, a=0.2305$, $b=1, \rho=\frac{2}{3}$. The initial values is (3.82, 0.005); The right figure: When $\tau \in\left[\tau_{0}^{-}, \tau_{0}^{+}\right)$, the equilibrium $E_{3}$ is stable. Here, $\tau=1.77, a=0.2305$, $b=1, \rho=\frac{2}{3}$. The initial values is $(3.82,0.005)$


## 5 Conclusion

In this paper, the model for an inverted pendulum on a cart with delayed control in the horizontal direction has been studied. We investigated the stability of the zero equilibrium together with the nonzero ones. The $a-b$ parameter plane has been marked off to different regions through the linear stability analysis. The results of the stability and Hopf bifurcation analysis showed that when certain parameter values of $a$, $b$ and $\rho$ are chosen and the time delay $\tau$ varies the model achieves stability of the inverted pendulum in the upright position and also another one or two position(s). While in other parameter regions, the robustness induced by the time delay can occur. Even for the nonzero equilibria $E_{2}$ and $E_{3}$, there exist stability switches from instability to stability back to instability at some fixed values as $\tau$ varies. Using the control gains $a$ and $b$, the relative mass of the pendulum $\rho$ as the initial systemic parameters and the time delay $\tau$ as perturbation parameter, we studied the direction of the Hopf bifurcation and the stability of the periodic solutions of the zero equilibrium $E_{0}$ applying the method
of multiple scales. The normal form derived reflects both supercritical or subcritical type of Hopf bifurcation can emerge for certain parameter values.

Our numerical simulations in Sect. 4 are parallel with the theoretical conclusions for the stability and Hopf bifurcation induced by the time delay. For certain parameter values, there is a supercritical Hopf bifurcation with stable periodic solutions of the zero equilibrium $E_{0}$. Numerical simulation implied that for the nonzero equilibrium there are larger amplitude periodic solutions and more complicated dynamics occur. In fact, except for Hopf bifurcation, there are codimension 2 bifurcations such as double Hopf bifurcations and Hopf-zero singularities in this inverted pendulum system with delayed feedback control, leading to more complex dynamics. We will leave the investigation of these codimension 2 bifurcations in the future.
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## Appendix A: Proof for $\tau_{0}^{+}<\tau_{0}^{-}$

Since $r_{1}=r_{2}=k>0$ for the zero equilibrium, it follows from (10) and (11) that
$\tau_{0}^{+}=\frac{1}{\omega_{+}} \arctan \left(\frac{b}{a} \omega_{+}\right)$,
$\tau_{0}^{-}=\frac{1}{\omega_{-}} \arctan \left(\frac{b}{a} \omega_{-}\right)$.
Define a function $f$ of $x$ as follows:

$$
f(x)=\frac{1}{x} \arctan \left(\frac{b}{a} x\right), \quad x>0,
$$

and then we have

$$
f^{\prime}(x)=\frac{\frac{b}{a} x-\arctan \left(\frac{b}{a} x\right)\left(1+\frac{b^{2}}{a^{2}} x^{2}\right)}{x^{2}\left(1+\frac{b^{2}}{a^{2}} x^{2}\right)}
$$

Denote the denominator of the right hand of $f^{\prime}(x)$ by

$$
g(x)=\frac{b}{a} x-\arctan \left(\frac{b}{a} x\right)\left(1+\frac{b^{2}}{a^{2}} x^{2}\right)
$$

Then we have
$g(0)=0, \quad g^{\prime}(x)=-\arctan \left(\frac{b}{a} x\right) \frac{2 b^{2}}{a^{2}} x<0$,
which implies that $g(x)<0$ for $x \in(0, \infty)$. Thus, $f(x)$ is a monotone decreasing function on $x \in$ $(0, \infty)$. This, together with $\omega_{+}>\omega_{-}$, means that $\tau_{0}^{+}<\tau_{0}^{-}$.

## Appendix B: Derivation of normal form (19)

Let $\mathbf{p}$ be the eigenvector of $L_{\tau}$ corresponding to the eigenvalue $i \omega_{c} \tau_{c}$, and let $\mathbf{q}$ be the normalized eigenvector of the adjoint operator of $L_{\tau}$ corresponding to the eigenvalue $-i \omega_{c} \tau_{c}$ with the inner product
$\langle\mathbf{q}, \mathbf{p}\rangle=\sum_{i=1}^{2} \bar{q}_{i} p_{i}=1$.

By simple calculations, we have
$\mathbf{p}=\left(p_{1}, p_{2}\right)^{T}, \quad \mathbf{q}=\left(q_{1}, q_{2}\right)^{T}$.
Where
$p_{1}=1, \quad p_{2}=i \omega_{c}, \quad q_{1}=\frac{k\left(a e^{i \omega_{c} \tau_{c}}-1\right)}{2 \omega_{c}^{2}+k b\left(i \omega_{c}\right) e^{i \omega_{c} \tau_{c}}}$,
$q_{2}=\frac{i \omega_{c}}{2 \omega_{c}^{2}+k b\left(i \omega_{c}\right) e^{i \omega_{c} \tau_{c}}}$.
We are now in a position to apply the method of multiple scales to investigate the properties of Hopf bifurcation at the critical value $\tau_{c}$. Because the nonlinearity has no second order terms, we seek a uniform second-order approximate solution of Eq. (16) in power of $\epsilon^{1 / 2}$. Since the periodic solution of Hopf bifurcation is a small amplitude periodic solution near the zero equilibrium, we assume that a series solution of Eq. (16) has the following form:
$\mathbf{x}(t ; \epsilon)=\epsilon^{1 / 2} \mathbf{x}_{1}\left(T_{0}, T_{1}\right)+\epsilon^{3 / 2} \mathbf{x}_{2}\left(T_{0}, T_{1}\right)+\cdots$,
where $T_{0}=t, T_{1}=\epsilon t$, and $\epsilon$ is a nondimensional book-keeping parameter. Notice that the secular terms first appear at $O\left(\epsilon^{3 / 2}\right)$. So, it is sufficient for the time scale of the second argument to be taken as the form of $T_{1}=\epsilon t$. By the chain rule, we would like to introduce the following differential operator:

$$
\begin{equation*}
\frac{d}{d t}=\frac{\alpha}{d T_{0}}+\epsilon \frac{\alpha}{\alpha T_{1}}=D_{0}+\epsilon D_{1} . \tag{22}
\end{equation*}
$$

In terms of the scales $T_{0}$ and $T_{1}$, with the expansion for small $\epsilon$ the delayed variable $\mathbf{x}(t-1)$ can be expressed as

$$
\begin{align*}
\mathbf{x}(t-1 ; \epsilon)= & \epsilon^{1 / 2} \mathbf{x}_{1}\left(T_{0}-1, T_{1}\right)+\epsilon^{3 / 2} \mathbf{x}_{2}\left(T_{0}-1, T_{1}\right) \\
& -\epsilon^{3 / 2} \tau D_{1} \mathbf{x}_{1}\left(T_{0}-1, T_{1}\right)+\cdots . \tag{23}
\end{align*}
$$

Next, we introduce the detuning parameter $\delta$ to describe the nearness of $\tau$ to the critical value $\tau_{c}$ defined by

$$
\begin{equation*}
\tau=\tau_{c}+\epsilon \delta . \tag{24}
\end{equation*}
$$

Substituting Eqs. (21)-(24) into Eq. (16) leads to the following perturbation equations, written up to the $\epsilon^{3 / 2}$ order:

$$
\begin{align*}
\epsilon^{1 / 2}: \quad & D_{0} \mathbf{x}_{1}\left(T_{0}, T_{1}\right)-L \tau_{c} \mathbf{x}_{1}\left(T_{0}, T_{1}\right) \\
& +R \tau_{c} \mathbf{x}_{1}\left(T_{0}-1, T_{1}\right)=0, \tag{25}
\end{align*}
$$

$$
\begin{align*}
& \epsilon^{3 / 2}: \quad D_{0} \mathbf{x}_{2}\left(T_{0}, T_{1}\right)-L \tau_{c} \mathbf{x}_{2}\left(T_{0}, T_{1}\right) \\
&+R \tau_{c} \mathbf{x}_{2}\left(T_{0}-1, T_{1}\right) \\
&=-D_{1} \mathbf{x}_{1}\left(T_{0}, T_{1}\right)+\delta L \mathbf{x}_{1}\left(T_{0}, T_{1}\right) \\
&+\tau_{c}^{2} R D_{1} \mathbf{x}_{1}\left(T_{0}-1, T_{1}\right) \\
&-\delta R \mathbf{x}_{1}\left(T_{0}-1, T_{1}\right) \\
&+\tau_{c} \mathbf{f}\left[\mathbf{x}_{1}(t), \mathbf{x}_{1}(t-1)\right] \tag{26}
\end{align*}
$$

Equation (25) is the linear homogeneous equation and has a pair of simple imaginary roots $\pm i \omega_{c} \tau_{c}$ and all other eigenvalues have negative real parts. The general solution is therefore given by
$\mathbf{x}_{1}\left(T_{0}, T_{1}\right)=A\left(T_{1}\right) \mathbf{p} e^{i \omega_{c} \tau_{c} T_{0}}+\bar{A}\left(T_{1}\right) \overline{\mathbf{p}} e^{-i \omega_{c} \tau_{c} T_{0}}$,
where the vector is defined by (20).
Due to the characteristic equation, we can obtain that $\omega_{c}$ and $\tau_{c}$ satisfy the equation
$\omega_{c}^{2}+k=k b\left(i \omega_{c}\right) e^{-i \omega_{c} \tau_{c}}+k a e^{-i \omega_{c} \tau_{c}}$.
Substituting (27) into Eq. (26) yields

$$
\begin{align*}
& D_{0} \mathbf{x}_{2}\left(T_{0}, T_{1}\right)-L \tau_{c} \mathbf{x}_{2}\left(T_{0}, T_{1}\right)+R \tau_{c} \mathbf{x}_{2}\left(T_{0}-1, T_{1}\right) \\
&=\left\{\left[-I+\tau_{c}^{2} \operatorname{Re}^{-i \omega_{c} \tau_{c}}\right] \mathbf{p} A^{\prime}\right. \\
&\left.+\left[\delta L-\delta \mathrm{Re}^{-i \omega_{c} \tau_{c}}\right] \mathbf{p} A+\tau_{c} f_{*} A^{2} \bar{A}\right\} e^{i \omega_{c} \tau_{c} T_{0}} \\
&+\mathrm{c} . \mathrm{c}+\mathrm{NST} \tag{29}
\end{align*}
$$

where

$$
f_{*}=\left[\begin{array}{c}
0  \tag{30}\\
h_{2}
\end{array}\right]
$$

In which

$$
\begin{aligned}
h_{2}= & -\left(3 k^{2}-\frac{5 k}{2}\right)+\left(k^{2}-\frac{k}{2}\right) \\
& \times\left[2 e^{-i \omega_{c} \tau_{c}}\left(a+b p_{2}\right)+e^{i \omega_{c} \tau_{c}}\left(a+b \bar{p}_{2}\right)\right] \\
& -(k-1)\left(2 p_{2} \bar{p}_{2}+p_{2}^{2}\right),
\end{aligned}
$$

where c.c and NST stand for the complex conjugate of the preceding terms and terms that do not produce secular terms.

Equation (29) is the linear nonhomogeneous equation for $\mathbf{x}_{2}$. We seek its particular solution in the form
$\mathbf{x}_{2}\left(T_{0}, T_{1}\right)=\phi\left(T_{1}\right) e^{i \omega_{c} \tau_{c} T_{0}}$.

Substituting Eq. (31) into Eq. (29) and deleting $e^{i \omega_{c} \tau_{c} T_{0}}$, we have

$$
\begin{align*}
& {\left[i \omega_{c} \tau_{c} I-\tau_{c} L+\tau_{c} R e^{-i \omega_{c} \tau_{c}}\right] \phi} \\
& \quad=\left[-I+\tau_{c}^{2} \operatorname{Re}^{-i \omega_{c} \tau_{c}}\right] \mathbf{p} A^{\prime}+\left[\delta L-\delta \operatorname{Re}^{-i \omega_{c} \tau_{c}}\right] \mathbf{p} A \\
& \quad \quad+\tau_{c} f_{*} A^{2} \bar{A} \tag{32}
\end{align*}
$$

where $I$ is the $3 \times 3$ identity matrix.
It is clear that $\operatorname{det}\left(L_{\tau}-i \omega_{c} \tau_{c} I\right)=0$ since $i \omega_{c} \tau_{c}$ is the eigenvalue of $L_{\tau}$. So, we have a slight problem solving Eq. (32). This difficulty is easy to overcome following the idea of Kuznetsov [24]. In fact, let $T^{s u}$ be the real eigenspace corresponding to all eigenvalues of $L_{\tau}$ other than $\pm i \omega_{c} \tau_{c}$. We have that $y \in T^{s u}$ if and only if $<\mathbf{q}, y>=0$. From [24], the restriction of the linear formation corresponding to $\left(L_{\tau}-i \omega_{c} \tau_{c} I\right)$ to its invariant subspace $T^{s u}$ is invertible. That is to say if the right-hand side of Eq. (32) belongs to invariant subspace $T^{s u}$ and then Eq. (32) has a unique solution $\phi \in T^{s u}$ by solving so-called bordered system. Thus, the nonhomogeneous Eq. (32) has solutions provided that the right-hand side of Eq. (32) be orthogonal to every solution of the adjoint homogeneous problem. Letting the inner product of the right-hand side of Eq. (32) with $\mathbf{q}$ be zero yields the solvability condition (18).
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